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1 Introduction

Many social and economic phenomenon can be intuitively explained in terms of networks.

Within networks agents are endowed with positional, and thus relational, attributes

dependent on the other agents that they are directly and indirectly connected to and also

the order of those connections. This relational context adds a new dimension to typical

economic analysis. Increasingly, network analysis is being used to investigate social

and economic processes including trade (Kranton and Minehart, 2001; Blume, Easley,

Kleinberg, and Tardos, 2009), bargaining (Polanski, 2007), competition between agents

(Sims and Gilles, 2014) and many other phenomena, with insightful results.

This article provides an elaboration of the process of competition in networks fo-

cussing on coalitions of nodes—termed as blocks—that collectively attain a non–competitive

position in a network. Blocks use their non–competitive position to exploit indirect rela-

tionships between other agents in the network that require at least one member of the

block to be functional. Despite our main contextual reference being exploitation and

extraction in trade Wows, the analysis itself remains general implying that the network is

able to represent many diUerent socio-economic activities such as: investment and loan

provision (Gai and Kapadia, 2010; Jackson, Elliot, and Golub, 2014), shareholdings and

corporate ownership (Vitali, Glattfelder, and Battiston, 2011), learning and information

dissemination (Golub and Jackson, 2010), advice and inWuence (Krackhardt, 1987), or

favour provision (Jackson, Rodriguez-Barraquer, and Tan, 2012), etc. Further still, we use

directed networks for generality as any insights are equally applied to strongly connected

undirected networks.

1.1 Exploitation and power in networks

The work here broadly applies the notions of critical nodes and node cut sets, originally

developed in graph theory, to situations in economics and sociology. In social and

economic terms, the graph theoretic notion of a critical node is analogous to that of

a middleman. There exists much work assessing the importance of critical nodes in

economics. We speciVcally note seminal work developed by Kalai, Postlewaite, and

Roberts (1978) which was extended by Jackson andWolinsky (1996) and further elaborated

upon by Gilles, Chakrabarti, Sarangi, and Badasyan (2006) with respect to undirected

networks. This literature showed that middleman positions are important in networked

intermediation and that such critical nodes can extract signiVcant gains from their

positions within a cooperative game theoretic framework. Indeed, the insights were

analogous to those found by Rubinstein and Wolinsky (1987). There also exists much
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work in sociology regarding critical nodes and power. Emerson (1962) illustrates a theory

of power relations by assessing the dependence of each player on the other, and thus the

number of alternatives that each player has at their disposal for the achievement of a

given task. The notions of power–dependence relations were extended to analyse the

power of agents in exchange networks by Cook, Emerson, Gillmore, and Yamagishi (1983).

Gould and Fernandez (1989) note that there can exist multiple types of broker, which

acts as a critical node, and provide quantitative measurements for these nodes primarily

based on the notion of betweenness centrality. Gould (1989) builds on these early insights,

developing a measure for an agents inter–clique brokerage. More recent research has

investigated more dynamics of brokerage (Spiro, Acton, and Butts, 2013). Despite the

vigorous research from both Velds into the interlinked notions of middlemen, brokerage,

and critical nodes, he notion of node cut sets still require intuitive application to scenarios

in both sociology and economics. This article provides one application of cut sets in the

form of block formation.

Exploitation and power is closely related to the notion of competition in economic

systems. Competition has been at the heart of market theory and traditional economics

since the formal introduction of Bertrand competition, which claims that if there exists

two or more producers for some homogeneous product in a given market then the

producers will continually reduce their price levels so that all producers are selling their

outputs at the marginal cost of production. The assumption of competitive systems is at

the heart of both micro and macroeconomic modelling, however there does not yet exist

a broad range of literature regarding competition in networked markets.

Easley and Kleinberg (2010) provide a baseline model regarding three classes of players

exchanging with each other in a tripartite network subsequently highlighting potential

notions of perfect competition and monopolisation. These competitive notions are built

from a combination of Bertrand competition and more implicitly from insights of power

introduced by Emerson (1962). Gilles and Diamantaras (2013) note the importance of

middlemen, or platforms, regarding their ability to extract rents from its users that use

the platform to interact. Sims and Gilles (2014) provide a formal deVnition of both

strong and weak middlemen in directed networks and in doing so turn applying this to a

network–centric notion of competition which is eUectively a generalisation of Easley and

Kleinberg’s notion of competition.

Goyal and Vega-Redondo (2007) provides an elaborate example of network formation

with surplus–generating economic exchange. The surplus from exchange is split evenly

between players that are directly connected and any indirect exchange is split with the

set of intermediaries. Players that span structural holes, á la Burt (1992), can therefore be
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highly extractive depending on the players whose exchange they intermediate.

To this point there is a serious deVciency regarding groups of agents collectively

attaining extractive positions in networks, comparable to the notion of a cartel in economic

theory. We partially alleviate this problem noting that the formation of blocks in networks

is analogous to the formation of cartels in market economies. However, when applied to

networks we Vnd that there can emerge situations where monopolists have an incentive

to form a block with other monopolists as well as other powerless players.

1.2 Middlemen as entrepreneurs

The notion of entrepreneurship in networks was initially pioneered by Burt, who sug-

gested that nodes who possess bridge relations (Granovetter, 1973) which span multiple

components are able to Vlter diverse information between multiple, otherwise discon-

nected, components and cliques. In this way entrepreneurs can bring players together,

keep people apart, and generally have better ideas that are subsequently evaluated by a

larger, more diversiVed group of peers. This has an easy translation from sociology to

economics. Indeed, Sims and Gilles (2014) show that middlemen are nodes that have a

unique connection in a network, meaning that their removal impacts the connectivity of

other players in the network. Middlemen are therefore comparable to entrepreneurs: they

posses some connectivity that allows them to indirectly connect a set of nodes that would

not have been connected otherwise. Middlemen therefore perform a role that is unique to

all other players in the network much like the typical deVnition of an entrepreneur under

the more classical deVnitions provided by Schumpeter who suggests that, “the function

of the entrepreneur is to reform or revolutionise the pattern of production”(Schumpeter,

1942, p. 84). This reform or revolution is achieved through multiple potential actions, all

of which correspond to the creation of some form of novelty that has a disequilibriating

force on the economy, transiting it from one state of aUairs to another through some

process of “Creative Destruction”. Indeed, the entrepreneur creates a role that is unique

and has a substantial impact to the structure of production and trade.

The formation of blocks can also be treated as an entrepreneurial act. We Vnd

that groups of players can operate in a coordinated manner to form structures that are

exploitive to at least one indirect relationship. The formation of a block therefore changes

the context of trade as the set of nodes subsequently performs a connection that cannot

be contested by other nodes in the network.

Outline of Article. Section 2 provides background deVnitions and properties of net-

works, middlemen, and blocks. We relate these positions in networks to notions of
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contestability and block redundancy. Section 3 provides an analysis of a general block

formation game, multiple equilibrium solutions are assessed. Section 4 applies the analysis

to the case of brokerage. Finally, section 5 concludes.

2 Networks, Middlemen and Blocks

2.1 Networks

We consider directed networks deVned as a pair (N , D) where N = {1, 2, . . . , n} is a

Vnite set of nodes and D ⊆ {(i , j) | i , j ∈ N and i , j} is a set of arcs, being directed

relationships from one node to another. Each node represents a self-motivated decision

maker. An arc from node i to j is denoted as i j = (i , j) which is distinct from ji = ( j , i).

We denote a directed network (N , D) by D unless N is ambiguous 1.

A walk from i to j in a directed network D—or an (i , j)–walk—is a set of connected

nodes Wi j(D) = {i1, . . . , im} ⊂ N with m ≥ 2, i1 = i, im = j, and ik ik+1 ∈ D for all

k = 1, . . . ,m− 1. In many cases there are multiple walks from i to j in a directed network

D. Therefore, we denote W v
i j

(D) as the vth distinct walk from i to j in D. The class

Wi j(D) =
{
W 1

i j
(D), . . . ,WV

i j
(D)

}
consists of all distinct walks from i to j in D, where

V = #Wi j(D) is the total number of distinct walks. If V = 0, thenWi j(D) = ∅.

The directed network D is (weakly) connected ifWi j(D) , ∅ and/orWji(D) , ∅

for all nodes i , j ∈ N . The network D is strongly connected ifWi j(D) , ∅ as well as

Wji(D) , ∅ for all nodes i , j ∈ N . Clearly, strongly connected networks are always

connected and connected undirected networks are necessarily strongly connected.

IfWi j(D) , ∅ then j is the successor of i and i is the predecessor of j in D. We denote

Si(D) = { j ∈ N | Wi j(D) , ∅} as i’s successor set, where i < Si(D). We let Si(D) =

Si(D) ∪ {i} be deVned as the origin of node i. Likewise, Pi(D) = { j ∈ N | Wji(D) , ∅}

denotes i’s predecessor set, where i < Pi(D). We let Pi(D) = Pi(D) ∪ {i} be deVned as

the reach of node i. Finally, we deVne si(D) = { j ∈ N | (i , j) ∈ D } as all of the direct

successors of i in D, and pi(D) = { j ∈ N | ( j , i) ∈ D} as all the direct predecessors of i in D.

For a connected network D, the node set N can be partitioned into three disjoint

subsets: sources, sinks, and intermediaries. Node i is a source if si(D) , ∅ and pi(D) = ∅;

i is a sink if si(D) = ∅ and pi(D) , ∅; and i in an intermediary if si(D) , ∅ and

pi(D) , ∅.
1We remark that the analysis throughout this paper can equally be applied to undirected networks in

which all arcs are reciprocated such that i j ∈ D if and only if ji ∈ D for all i , j ∈ N .
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Finally, for B ⊂ N , let D − B be deVned by

D − B = DN\B = {( j , h) ∈ D | j , h ∈ N \ B} . (1)

Therefore, D − B is the restricted network that removes the node set B and all arcs to and

from the nodes in B.

2.2 Middlemen and blocks

Power in social and economic networks tends to rest on individuals and groups that

have an ability to broker relationships. Sims and Gilles (2014) show that in Renaissance

Florence the House of Medici had the most powerful brokerage position with respect

to marriage relations between opposing elite political factions, meaning that the Medici

were able to exploit their position by inWuencing activity in that period.

This perception of brokerage power can be extended by furthering the deVnition of

middlemen to encapsulate sets of players that collectively form a middleman position. A

set of players that collectively form a middleman position is referred to as a block.

DeVnition 2.1 Let D be a network on node set N where i , j , h ∈ N are distinct nodes.

(a) Node h is an (i , j)–middleman if it holds that:

h ∈
⋂
Wi j(D) \ {i , j}.

Likewise, node set B ⊆
⋃
Wi j(D)\ {i , j} ⊂ N is an (i , j)–block if it holds that B > 2

and B ∩Wi j(D) , ∅ for everyWi j(D) ∈ Wi j(D).

(b) Themiddleman set of network D is the collection of all middlemen:

M(D) =
{
h | h is an (i,j)–middleman for some i , j ∈ N

}
.

(c) The block set in network D is the set of all blocks:

B(D) =
{
B | B ⊂ N is an (i,j)–block for some i , j ∈ N

}
.

The block set for some node i ∈ N is given by all blocks that she is a member of:

Bi(D) = { B ∈ B(D) | i ∈ B } .

(d) The critical set of the network D is given by

B?(D) =M(D) ∪ B(D).
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Node set N can therefore be partitioned into two disjoint sets of nodes: middlemen and

non–middlemen. A middleman is a singleton node that lies on all walks from at least one

node to at least one other, and a block is a node set that fulVls the same function as a

middleman. Blocks and middlemen are required for i’s indirect interaction with j in an

incomplete and non–empty network, meaning that the removal of a block would stop the

interaction from i to j.

DeVnition 2.1 has equal application to both undirected and directed networks. A block

may also contain a middleman or multiple middlemen, but that is not necessary. Indeed,

in an undirected network a block can be translated into a node cut set, and therefore a

middleman is analogous to a singleton node cut set whose removal partitions a network

into multiple connected components.

A number of characteristics can be derived from the assessment of middlemen and

blocks. We give the next properties without proof.

Properties 2.2 Let D be a network on node set N and let i , j ∈ N with i , j.

(i) Middlemen and blocks can be deVned in terms of their disconnectivity of the

network. Let h ∈ M(D) be an (i , j)–middleman, then it must be thatWi j(D) , ∅

andWi j(D − B) = ∅ for some i , j ∈ N where i , j. Let B ⊂ N be an (i , j)–block,

then it also must be thatWi j(D) , ∅ andWi j(D − B) = ∅ for some i , j ∈ N

where i , j.

(ii) There may exist multiple (i , j)–middlemen and (i , j)–blocks.

(iii) Let h ∈ N be an (i , j)–middleman and h ∈ B ⊂ N . Now B is an (i,j)–block if and

only if i , j < B.

The following theorem addresses the existence of blocks and middlemen in a network.

Theorem 2.3 Let D be at least a weakly connected directed network on N . ThenB?(D) , ∅

if and only if there exist i , j ∈ N with i , j such that

min
{
#Wi j(D)

∣∣∣ Wi j(D) ∈ Wi j(D)
}
> 3. (2)

We note that this is an extremely weak requirement for the existence of blocks and \

or middlemen in a network. The corollary below follows directly from Theorem 2.3.

Corollary 2.4 B?(D) = ∅ in both empty and complete networks.

Proof. Theorem 2.3 notes that B?(D) = ∅ when the maximum geodesic walk from

one node to another in the network is less than 3, suggesting that there needs to be
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indirect intermediation between nodes for blocks and middlemen to emerge. In the

case of an empty network, D, on node set N , Wi j(D) = ∅∀i , j ∈ N , in which case

#Wi j = 0∀ i , j ∈ N . In the case of a complete network pi(D) = N \ {i} ∀ i ∈ N and

si(D) = N \ {i} ∀ i ∈ N , in which case min
{
#Wi j(D) | Wi j(D) ∈ Wi j(D)

}
= 2∀ i , j ∈ N .

Therefore a non-trivial critical set exists in all incomplete, non-empty networks with at

least 3 nodes that are all connected by a walk only as noted by Theorem 2.3.

Following from the proof, B(D) , ∅ ⇐⇒ ∃ (N , D) where #N > 4 and at least

4 nodes are either directly or indirectly connected together such that ∃ i , j ∈ N and

min
{
#Wi j(D) | Wi j(D) ∈ Wi j(D)

}
> 3. Therefore, the block set of a network is non-

empty in all incomplete, non-empty networks with at least 4 nodes that are all connected

by a walk. This is because the formation of a block requires the presence of at least 4

nodes.

2.3 Network Contestability

Blocks and middlemen introduce a topological perspective on competition in networks.

Blocks and middlemen are critical to the structure and functioning of a network since

their removal leads to both direct and indirect disconnections, propagating a deterioration

of the networks’ functionality. Sims and Gilles (2014) introduce the notion of network

contestability as a descriptor of node-based competition in directed networks. Here we

enhance this concept to describe group-based anti-competitive structures in networks.

Nodes represent abilities which are determined by their individual coverage in a

network, i.e., the relations that they (indirectly) negotiate. Formally, let D be a network

on node set N . The coverage of node i ∈ N is given as Covi(D) = Pi(D) × Si(D), i.e.,

all the node pairs that node i intermediates. An intermediation of i is now given as an

element in its coverage, ( j , k) ∈ Pi(D) × Si(D).

By extension, we can deVne the coverage of arbitrary node sets.

DeVnition 2.5 Let B ⊂ N be some node set in the network D. Then the coverage of B is

given by

CovB(D) =
⋃
i∈B

[ (Pi (D) \ B) × (Si (D) \ B) ] . (3)

Middlemen and blocks have at least one intermediation that is not contested by some

alternative set of nodes and, therefore, have a monopoly in performing this intermediation.

We claim that contestation can take two diUerent forms: (1) A set of nodes B ⊂ N is fully

contested if the contesting nodes can perform all of its intermediations iin D − B; and (2)

A set of nodes B is partially contested by a contesting set C if C can perform some, but
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not all, of the intermediations of B in D − B. A more formal deVnition is provided below

in DeVnition 2.6.

DeVnition 2.6 Let D be a network on node set N and let B,C ⊂ N with B ∩C = ∅.

(a) Node set B is fully contested by node set C if it holds that:

CovB(D) ⊆
⋃
j∈C

(
P j(D − B) × S j(D − B)

)
. (4)

(b) Node set B is partially contested by node set C if B is not fully contested by C and

it holds that for some j ∈ C:[(
P j(D − B) × S j(D − B)

)]
∩ CovB(D) , ∅. (5)

(c) Node set B is uncontested in D if B is neither fully nor partially contested by any

other node set in D.

The distinction between fully contested and partially contested must be made due to the

next discussion of block formation. The concept of partial contestability allows us to

consider the notion of competition in networks in a deeper way. For example, we note

that middlemen and blocks can be partially contested but never fully contested meaning

that there can exist asymmetric contestation in that node i can (fully) contest j, but j can

only partially contest node i.

Contestability is a form of competition in a network. This form of competition refers

only to the speciVc connectivity of nodes in a network as opposed to the actual output

of the nodes, which is the main focus of traditional “market competition” discussed

in economic market theory. Indeed, in the case of contestability we do not take into

consideration the output of each node, or what each node adds to the network. Instead,

we only take into consideration the ability of nodes to pass some unchanging output or

information through a network. Logically, if each node in the network produces a unique

output then the notion of competition breaks down as no node can compete against any

others’ output, however nodes can still contest each other with respect to DeVnition 2.6.

Within economic network analysis, competition and contestability should not be

perceived as synonyms, but should instead be considered as compliments. The concept of

contestability could be extended with respect to the production of outputs on a network in

terms of market competition, however here we limit our discussion to network topological

matters only.

The deVnitions of blocks, middlemen, and contestability leads to the following duality

seminally discussed in Sims and Gilles (2014).
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Theorem 2.7 Let D be a connected network on node set N .

(a) All middlemen and blocks are not fully contested.

(b) If node set B ⊂ N is not fully contested, then B is either a middleman or a block.

The superset of a block can still be uncontested, but not always so. Consider a connected

network D on N with n > 3 that admits a block B ⊂ N \ {i} and the node set C = N \ {i}

for some i ∈ N . Then the node set C is not a block and is contested by i irrespective of

whether any middlemen are in the node set C or not. More generally, we note that larger

node sets do not necessarily equate to blocks and therefore do not necessarily have more

brokerage power, even if a subset of the node set is itself a block. We conclude with a

number of additional properties regarding contestability.

Properties 2.8 Let D be a network on node set N .

(i) Sources have no coverage but have the ability to contest other nodes due to their

reach.

(ii) Let B ⊂ N be a block in the network D. B must contain all nodes that either contest

each other for at least one (i , j) ∈ CovB(D).

Redundancy of blocks

There can exist a large number of blocks in any network. In fact, the number increases

proportionally with the number of structural holes (Burt, 2002) between nodes in the

network. However, not all of the blocks in a given network are equally compelling. There

can exist blocks that are redundant.

Blocks that are redundant contain members who when removed from the block do

not reduce its brokerage abilities in the given network and therefore do not facilitate

its ability to broker relationships in any way. More accurately, a block is redundant if a

subset of the block is still uncontested in the brokerage of the same relations. This notion

is provided more formally in DeVnition 2.9.

DeVnition 2.9 Let D be a connected network on node set N such that B ⊂ N is a block in

D. Furthermore, let i , j ∈ N .

(a) The brokerage set of node set B is given by

ZB(D) =
{
(i , j) ∈ CovB(D)

∣∣∣Wi j(D − B) = ∅
}
. (6)
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(b) Block B is redundant if there exists some B′ ⊂ B such thatZB′(D) ⊇ ZB(D).

Further properties can be shown regarding the conVguration of blocks and their related-

ness to the notions of coverage and contestability introduced above.

Properties 2.10 Let D be a connected network on node set N .

(i) Suppose i ∈ N \M(D) is fully contested by some node setCi ⊂ N . Let B = Ci ∪ {i}.

Then B ∈ B(D) if and only if there exists ( j , k) ∈ Covh(D) for some h ∈ B with

j , k < B.

(ii) A block B ∈ B(D) is not redundant if and only ifZB(D) ⊂ Covi(D − (B \ {i}) ) for

every i ∈ B.

(iii) All blocks containing a source and/or a sink are redundant.

(iv) Let B(D) , ∅. Now Bi(D) = ∅ implies that i ∈
⋂

B∈B(D)ZB(D).

(v) Let B, B′ ∈ B(D) be two distinct blocks in D. The union B′′ = B ∪ B′ is not a block

if and only ifZB(D) ⊆ B′ andZB′(D) ⊆ B.

(vi) If i ∈ N is uncontested, then Covi(D) = Zi(D).

The relationship between redundancy and contestability is non-trivial: A non-redundant

block can contain members that do not either fully or partially contest each other; and

a non-redundant block can contain members where all of them either fully or partially

contest each other.

Property 2.10 (iii) notes a relationship between coverage and redundancy, suggesting

that all members of the block must have a coverage that coincides with the brokerage

set of the block, even given the removal of all other members of the block. Property 2.10

(iv) naturally follows since neither sinks nor sources have a coverage in the network and

therefore must be redundant to a blocks brokerage. Finally, Property 2.10 (v) is a condition

that becomes important with respect to the block formation game illustrated in section ??
below.

3 A block formation game

The interdependence between the structure of a network and the formation of blocks

is expressed through the use of a block formation game. Here, players maximise their

individual network power by either exploiting their own position or signalling to others
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in an eUort to form a block. The strategies of each player are informed by the each

player’s block set and the payoUs to each strategy is a function of the perceived per capita

network power of the pursued block minus the cost of signalling to the other members of

the block.

The formation of a block requires consent from all members. As such the block

formation game described is considered to be an augmented version of Myerson (1991)

network formation game. We argue that this is the most natural format to describe the

process of block formation: If there exists no consent between players then the block

becomes dysfunctional and its exploitive properties are nulliVed. Some characteristics

from Myerson’s game remain, however by implementing the game on an existing network

some new characteristics are observed. SpeciVcally we note that individual beliefs and

expectations can be formed from knowledge of the networks topology which leads to

more convincing equilibria.

3.1 Setting up the game

The block formation game (A, π,D) is structured as a non–cooperative, strategic form

game on the node set N = {1, . . . , n} for a given directed network D on N . Nodes

represent players, who pursue the optimisation of competitive control in the network

through the participation of blocks.2 The structure of the block formation game is given

below:

• The action set for every player i ∈ N is given by the following:

Ai = Bi(D) ∪ {i}, (7)

If ai = B ∈ Bi(D) then player i signals to all j ∈ B, where i , j, her willingness to

form B. If ai = i then agent i chooses to only exploit her own position. An action

ai ∈ Ai is stable if and only if a j = ai for all j ∈ ai .

A strategy tuple a = (a1, . . . , an) ∈ A results into the block structure

A0(a) = {B ∈ B(D) | ai = B for every i ∈ B}. (8)

We denote by A(a) = A0(a) ∪ {{i} | i ∈ N \ (∪A0(a) )} the corresponding

partitioning of N that results under a ∈ A.

2We recall that a non-cooperative game in normal form is given as a triple (N , A, π), where for every
individual i ∈ N , Ai denotes her action set, such that A = Πi∈N Ai , and πi : A → R denotes her payoU
function.
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• Let A =
⋃

i∈N Ai ≡ B(D) ∪ N be the union of all action sets and let σ:A → R be

some network power measure. Thus, σ(B) denotes the power that some B ∈ A

exerts in the Wow structure represented by the directed network D.

The payoU function for some i ∈ N is given as:

πi(a) = δai (a) ·
σ(ai)
#ai

− (#ai − 1)c , (9)

where σ(ai) ∈ R is the network power of the selected block ai = B ∈ A, c > 0 is

a cost of sending a signal to the other members in the selected block ai = B, and

δai (a) is a Kronecker indicator function for the action a deVned by

δB(a) =

 1 if ai = B for every i ∈ B

0 otherwise.
(10)

The block formation game represents that nodes as decision makers aim to optimise

the returns on the blocking activities they participate in. We assume that blocking is

exclusive and nodes can only participate in a single block.

The payoU function assumes an egalitarian distribution of the network power of the

block to all of its members. All nodes are assumed to pay for the coordination of their

blocking activities and to pay a message cost of c > 0 to each other member of the

selected block. Blocks only emerge when all of its constituting nodes consent and agree

to participate.

It is costless to remain independent: In the case, ai = i the resulting payoU is simply

given by σ({i}).

Potential function

The block formation game can be written as an exact potential game in which the incentive

of all players to change their strategy is expressed using a single global function—the

potential function. The potential function of the block formation game is given by:

Φ(a) =
∑

S∈A(a)

σ(S)
#S
−

∑
i∈N

#ai · c ,

where A(a) = {S ∈ A | ai = S ∀ i ∈ S} resulting from the action tuple a = (a−i , ai). In

following the payoU function for the game, the potential function aggregates the network

power per capita of each block and individual position that is formed and exploited, and

subtracts the cumulative costs in pursuing the actions in a across all i ∈ N .

Let a = (a−i , ai) and a′ = (a−i , a′i) be action tuples for the game (A, π,D) where

a′
i
∈ Ai \ ai is some other action for i ∈ N . The diUerence between action tuples is only

12



the action of player i changing from ai to a′i . The change in the potential function is given

as:

Φ(a) − Φ(a′) =
σ(ai)
#ai

−
σ(a′

i
)

#a′
i

− (#ai − #a′i)c.

The maximal individual payoU for a given action, ai ∈ Ai , is given by:

ϕ(ai) = σi(ai) − (#ai − 1)c ,

where σi(ai) =
σ(ai )
#ai

, which is the individual network power of the action ai . The change

in individual i’s payoU from a change in i’s acton from ai to a′
i
is given by:

ϕ(a) − ϕ(a′) = σi(ai) − σi(a′i) − (#ai − #a′i)c.

Since the individual beneVt of some action is given by the network power of the action

divided equally over all members of the action the following equality holds:

Φ(a) − Φ(a′) = ϕ(a) − ϕ(a′).

The equality satisVes the condition required for an exact potential game, showing that

the change in an agents utility from a change in their individual action is exactly equal to

the change in the potential function when the individual action is changed.

3.2 Equilibrium analysis

We characterise the equilibrium of the game under a number of diUerent equilibrium

concepts: strong Nash equilibrium, Nash equilibrium, and monadic stability. Note that

the analysis of the equilibrium are given assuming c > 0, however when c increases the

equilibrium become trivial: with high costs to signalling no player will have any incentive

to signal to any other player or block.

3.2.1 Strong Nash equilibrium

For any coalition B ⊂ N and strategy proVle a ∈ A we denote by aB the B-restriction of

a deVned by (a j) j∈B and by aN\B its compliment (ak)k<B.

DeVnition 3.1 Consider a block formation game (A, π,D). The action tuple ã ∈ A is a

Strong Nash equilibrium if for any B ⊆ N , where B , ∅, and every coordinated strategic

deviation bB = (bi)i∈N ∈ AB = Πi∈BAi it holds that πi
(
ãN\B , bB

)
6 πi(ã) for all nodes

i ∈ B.
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To Vnd the existence of a strong Nash equilibrium (SNE) the set A containing all actions

is ranked in terms of the maximal individual payoU for each S ∈ A, given by ϕ(S) =
σ(S)
#S − (#S − 1)c in the block formation model with egalitarian distribution given above.

We construct a ranking, R(ϕ) ⊆ A, for a given c ∈ R as follows:

(1) Select S1 ∈ arg max {ϕ(S) | S ∈ A}.

(2) Let S1, . . . , Sm be selected. Choose:

Smax ∈ arg max

ϕ(S)

∣∣∣∣∣∣∣ S ∈ A where S ⊂ N \

m⋃
k=1

Sk

 . (11)

(3) Continue until:

m⋃
k=1

Sk = N ,

where the outcome is the partition R(ϕ) =
(
S1, . . . , SK

)
.

From this we can introduce a corresponding strategy tuple ã ∈ A by letting ãi = Sm for

every node i ∈ Sm, m = 1, . . . , K . Clearly, A(ã) = R(ϕ).

Theorem 3.2 The strategy tuple ã introduced above is a Strong Nash equilibrium in a block

formation game (A, π,D).

The SNE attained leads to a set of actions, ã ∈ A, derived from the partition R(ϕ), such

that @ S, S′ ∈ ã where S ∩ S′ , ∅ due to the mutual exclusivity property. We note that

no restrictions are made on the algorithm to construct the SNE such that the network

power of each action S ∈ A can be any real number and therefore the individual maximal

payoU can be any real number. Theorem 3.2 is immediately followed by the following

propositions.

Properties 3.3 Let ã ∈ A be some SNE of the block formation game (A, π,D) on network

D, and A =
⋃

i∈N Ai ≡ B(D) ∪ N where S, S′ ∈ A.

(i) B ∈ A(ã) if and only if there does not exist some B′ ∈ A(ã) such that B′ ∩ B , ∅

and ϕ(B′) > ϕ(B) and, moreover, there is no B′′ ∈ A such that B′′ ∩ B′ , ∅ and

ϕ(B′′) > ϕ(B′).

(ii) B < A(ã) if and only if there does not exist some B′ ∈ A such that B∩ B′ , ∅ and

B′ ∈ A(ã).
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4

Figure 1: Directed network D with two blocks: B = {2, 3} and B′ = {2, 4}.

(iii) There exists multiple SNE in the block formation game if and only if there exist

two distinct B, B′ ∈ A where B , B′, ϕ(B) = ϕ(B′), B ∩ B′ , ∅, and there is no

B′′ ∈ A such that ϕ(B′′) > ϕ(B), B′′ ∩ B , ∅, B′′ ∩ B′ , ∅, and B′′ ∈ A(ã).

Multiple strong Nash equilibria can emerge if there exist multiple blocks or individual

positions with equal individual payoUs, overlapping memberships, and there does not

exist another block with an overlapping membership and higher individual payoUs, that

exists in a strong Nash equilibrium. The example below provides a game in which there

exists multiple SNE.

Example 3.4 Consider a network D on node set N = {1, 2, 3, 4} shown in Figure 1

such that B(D) = {B, B′}, where B = {2, 3} and B′ = {2, 4}. Let 0 6 c < 10, ϕ(B) =

ϕ(B′) = 10, and ϕ(1) = ϕ(2) = ϕ(3) = ϕ(4) = 0, here there exists two SNE: (1) Where

ã1 = (1, B, B, 4), and (2) Where ã2 = (1, B′, 3, B′). �

3.2.2 Nash Equilibrium

A Nash equilibrium (NE), denoted by a? ∈ A, satisVes the property that every individual

i ∈ N selects the best response to the actions selected by the other individuals. The

deVnition of Nash equilibrium in the block formation game is given below.

DeVnition 3.5 Consider a block formation game (A, π,D). The action tuple a? ∈ A is a

Nash Equilibrium if for every i ∈ N , πi(a?) > πi(ai , a?−i)∀ai ∈ Ai where ai , a?
i
.

In a block formation game there can exist multiple NE and the set of SNE are a subset of

the set of NE. Theorem 3.6 notes all actions that are stable in at least one NE. Here, we

note that potentially many actions are stable in NE.

Theorem 3.6 B ∈ A(a?) for some Nash equilibrium a? in the block formation game if

and only if there is no i ∈ B:σ(i) > ϕ(B).
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Given Theorem 3.6 we note that a block does not form in any NE if there exists a best

response strategy for somemember of the block that leads to an improvement by removing

herself from the block and exploiting their own position. By elaboration, no blocks are

formed in NE if: (1) B(D) = ∅, or (2) c > σ(B1)
#B1(#B1−1) , where B

1 ∈ arg max {ϕ(B) | B ∈ B},

or (3) ∀B ∈ B(D)∃ i ∈ B such that ϕ(i) > ϕ(B). The above also equally apply to SNE.

Some agents remain stubborn to participating in a block; these agents will determine

the equilibria that emerge. SpeciVcally, they only wish to strictly form a block with other

agents if the formation of the block provides a strictly higher maximal individual payoU

than the exploitation of the agents inherent position.

The NE that emerge are analogous to that of Myerson’s network formation based

on consent (Myerson, 1991). A note is made regarding Myerson’s Lemma. Myerson’s

Lemma states that in a consensual network formation game the empty signalling proVle

for all agents is a NE due to the consent required of forming a link. Consequentially, the

empty network is always an equilibrium. When applied to the block formation game this

Lemma suggests that there always exists a NE where no blocks emerge irrespective of

whether or not their formation provides all of its members a payoU larger than the payoU

of exploiting each members individual position in the network. This is noted in part (b)

of the following corollary.

Corollary 3.7 Let i ∈ N and consider B ∈ Ai .

(a) B is strictly dominated by i ∈ Ai if and only if σ(i) > ϕ(B)

(b) B is weakly dominated by i ∈ Ai if and only if σ(i) > ϕ(S).

(c) The strategy tuple a0 deVned by a0
i
= i for every i ∈ N is always a Nash equilibrium.

We remark that, due to the consent required for the formation of blocks, there exist

multiple NE in (A, π,D) if B(D) , ∅ where B ∈ B(D) is such that ϕ(B) > ϕ(i) for all

i ∈ B. This suggests that there exists an extremely weak condition for multiple Nash

equilibrium to emerge in a block formation game.

Since the block formation game can be perceived as an augmented network formation

game based on consent all resulting NE are equivalent to that of link deletion proof. In

equilibrium no agent will have any incentive to remove itself from a block and therefore

sever its relationships with other members of the block. However, when considering

NE the network does not necessarily satisfy Pairwise Stability due to the requirement of

consent for all agents within a block (Jackson and Wolinsky, 1996).
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Potential maximisers. A potential maximiser of the block formation game refers to

the set of strategy tuples that maximise the potential function with respect to the property

of mutual exclusivity in that there cannot exist stable actions in a given equilibrium

such that there is overlapping membership in these actions. We note that the potential

maximiser for any block formation game will always be equivalent to a NE, not always

a SNE. There may exist some instances in which the potential maximiser is equal to an

SNE, but this is not the rule.

This result becomes obvious when noting that the SNE and the potential maximiser are

identifying two diUerent conditions. On one hand the potential maximiser is identifying

the greatest breadth of the number of blocks in the network and the SNE condition is

identifying the greatest the blocks that provide maximal attainable payoUs for all of its

members.

In order for each player to know their own action set and the network power, and

therefore the payoU, to each action the complete structure of the network must be known

by all players. If the structure of the network is known by all players then each player

can derive each others action set and incentives, and from this build an expected payoU

function to each action they can participate in. From this information each agent can

predict with some probability the actions others will take and can therefore coordinate

their signalling strategies in a non–cooperative way to attain the highest payoU.

This form of farsighted network formation is expressed through the equilibrium

concept of monadic stability, seminally introduced by Gilles and Sarangi (2010).

3.2.3 Monadic stability

Gilles and Sarangi develop a belief–based stability concept for understanding a purely

non–cooperative process of limited farsighted network formation with positive costs. The

stability concept is termed as monadic stability (MS). Under MS an individual assumes

that other individuals are likely to respond aXrmatively to a proposal to form a link if the

addition of this link is proVtable for them. The belief system provides a degree of realism

to the network formation model: from viewing other individuals characteristics one can

gain information of the other, or set of others, and use this to base their belief on whether

a relationship will be formed and a signal reciprocated.

We provide a version of the MS concept in which individual agents form a belief

regarding the pursued actions of other agents, and make their actions based on the

expectation that a given block will be formed. By knowing the structure of the network

only players can derive information which is used to inform the beliefs of what the other

players actions will be, albeit in a relatively myopic fashion.
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We initially introduce some new notation used to elaborate on the formation of beliefs

considered below. First, we let the setHi(S) denote the set of player i’s superior actions

to some action S ∈ Ai , which is given by

Hi(S) =
{
S′ ∈ Ai | ϕ(S′) > ϕ(S)

}
.

Second, we let the set Oi(S) denote the set of player i’s rival actions to some action S ∈ Ai ,

which is given by

Oi(S) =
{
S′′ ∈ Ai | ϕ(S′′) = ϕ(S)

}
.

In Monadic Stability it is assumed that players are myopically rational in that they

derive a probabilistic belief that some action will be stable which subsequently informs

their expected payoU and equilibrium action. Let Γ be the proVle of beliefs for all players

in which Γi(S) is the belief that player i has in the stability of action S ∈ A in equilibrium

and Γi be a proVle of i’s beliefs regarding all S ∈ A. Each player, i ∈ N , pursues an action

that maximises their expected payoU based on Γi . The expected payoU of player i for

some S ∈ Ai is given by

E [πi(S)] = Γi(S) ·
(
σ(S)
#S

)
− (#S − 1)c ≡ Γi(S) · ϕ(S),

where Γi(S) is player i’s probabilistic belief that action ai will be stable in equilibrium.

The expected payoU function weights the individual network power derived from a given

action by the probability that all other agents required to pursue the action will also

pursue the action based on their beliefs. The costs to pursuing the action are imposed

regardless of whether or not an action is stable.

Formally, we derive player i’s belief that a given action, S ∈ A, will be stable in

equilibrium as

Γi(S) =
∏

j∈S:i, j

 1 −
∑

S′∈H j (S) Γj(S′)

1 +
∑

S′′∈O j (S) γ j(S′′)

 ,
where

γ j(S′′) =
∏
h∈S′′

1 − ∑
S◦∈Hh (S′′)

Γh(S◦)

 .
Therefore, the belief of player i that action S will be stable depends the probabilistic

actions of all j ∈ S where i , j. Given the known structure of the network, and thus the

public nature of the payoUs to actions, the probability that all superior and rival actions

of j can be calculated which in turn informs i’s assessment of whether S will be stable.

Note that if S = i for some i ∈ N then E [πi(i)] = πi(i) = σ(i) since the result of an empty

product is 1.

18



Determining myopic beliefs. Players calculate their myopic beliefs in a mechanistic

fashion similar to the SNE algorithm above, beginning with the assessment of the action

that provides the highest maximal individual payoU then continuing. Below we provide

the procedure for calculating player i’s myopic beliefs regarding the stability of some

S ∈ A.

(1) Let F = S1 ∪ . . . ∪ Sm−1 be assessed already.

(2) Select Sm ∈ arg max {ϕ(S) | S ∈ A \ F}. There may exist a set of actions that have

the same maximal individual payoU given by Sm = {S ∈ A \ F | ϕ(S) = ϕ(Sm)}.

(3) Calculate

Γi(Sm) =
∏

j∈Sm :i, j

 1 −
∑

S′∈H j (Sm) Γj(S′)

1 +
∑

S′′∈O j (Sm) γ j(S′′)


for all Sm ∈ Sm.

(4) Continue until A \ F = ∅.

(5) Each player chooses an action S ∈ Ai that maximises : E[πi(S)] = Γi(S) · ϕ(S). If

there exists a set S?
i
⊂ Ai of actions that maximise i’s expected utility based on her

myopic beliefs then i pursues some S ∈ S?
i
with a given expectation of 1

#S?
i

.

There exists multiple actions for any player that maximise the players expected payoU

given other players beliefs if and only if there exists some Γi(S) where 0 < Γi(S) < 1 for

any i ∈ N .

We extend the analysis by distinguishing between so–called pure beliefs and mixed

beliefs below.

DeVnition 3.8 Let (A, π,D) be a block formation game on network D and player set N .

(a) Player i ∈ N has a pure belief that some action S ∈ A will be stable if and only

if Γi(S) ∈ {0, 1}. Player i ∈ N has a mixed belief that some action S ∈ A will be

stable if and only if 0 < Γi(S) < 1.

(b) A game is a pure game if and only if, for all i ∈ N , Γi(S) ∈ {0, 1} for all S ∈ A.

An agent with a pure belief has a single strategy that maximises their expected payoUs

and will therefore choose this strategy .
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DeVnition 3.9 Consider a block formation game (A, π,D) on network D and player set N .

An action proVle â ∈ A is monadically stable if all i ∈ N select âi ∈ Ai that maximises

their expected payoU with respect to Γi , and their myopic beliefs are conVrmed in that all

actions pursued by all i are stable in â.

A number of theorems follow from the deVnition of MS above which characterise the

equilibrium.

Theorem 3.10 Let (A, π,D) be a block formation game on network D and node set N . If
(A, π,D) is a pure game then the resulting equilibrium will be both MS and SNE.

The proof of Theorem 3.10 is relatively easy to understand. If all Γi(S) = 1 for all

i ∈ N and S ∈ A the process for forming myopic beliefs equates exactly to the algorithm

for calculating the SNE of the block formation game. We note that there can exist MS

equilibrium that do not rely on the necessity for pure beliefs for all players. However

these will depend on some mixed strategy NE.

4 Application: Brokerage power

Section 2 provided the notions of middlemen, blocks, and contestability, which, as of yet,

have had a limited role in the analysis of block formation. We suggest that middlemen

and blocks attained power through their ability to broker relations that are only able to

be negotiated by these node sets. Middlemen and blocks therefore monopolise indirect

relationships between players that would not be served if the middlemen or blocks were

removed from the network. Below we introduce a network power measure based on

brokerage and from this we structure the power of an action based on the brokerage

index of the action. Through the analysis of the game we Vnd that players attempt to

form blocks with others in an eUort to increase their collective brokerage, and thus their

individual payoU.

4.1 A brokerage index

All middlemen and blocks have a degree of power that is derived from their unique

position, coverage, and thus their ability to broker interaction between pairs of nodes in

the network. A general measure of the brokerage power of a node set is given below.

DeVnition 4.1 Let D be a network on node set N = {1, . . . , n} and let B ⊂ N . The

brokerage index of node set B is deVned as

τB(D) = #ZB(D) ≡
∑

i∈N\B

# [Si(D) \ B] −
∑
i∈N

#Si(D − B). (12)
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We refrain from normalising the brokerage index in this article. A normalisation of the

index is provided in Sims and Gilles (2014).

Proposition 4.2 Let D be a network on node set N = {1, . . . , n} where B ⊂ N is some

node set.

(i) For all B it holds that 0 6 τB(D) 6 (n − 1)(n − 2).

(ii) τB(D) > 0 if and only if B ∈ B?(D).

Following from the proposition, if τB(D) = 0 then the node set B ⊂ N does not broker any

relationships and must not be either a block or a middleman. The maximum brokerage,

τB(D) = (n − 1)(n − 2), is given to a node set consisting of a single node at the centre

of an undirected star. In a directed cycle of size n, τi(D) = (n−1)(n−2)
2 for all i ∈ N ; in an

undirected chain of length n, τi(D) = 2 [#Pi(D) · #Si(D)] for all i ∈ N ; and in a directed

chain of length n, τi(D) = #Pi(D) · #Si(D) for all nodes i ∈ N .

The brokerage index can be modiVed and used in diUerent networks and for diUerent

applications. We provide two modiVcations of the brokerage index in Appendix A and

suggest applications for these modiVed metrics. The Vrst modiVed metric integrates

closeness centrality with the brokerage index and the second measure provides some

application of the brokerage index to weighted networks.

Application to block formation

We denote the block formation game based on brokerage in the network D and node

set N as
(
Ab , πb , D

)
. The power of a node set is now deVned in terms of its brokerage

index (Equation 12), implying that the brokerage of node set B ⊂ N is σ(B) = τB(D). In

the general analysis above there existed nothing to distinguish middlemen from other

players: we allowed σ(S), where S ∈ A = B(D) ∪ N , to take any real number. From the

brokerage measure there exists a quantitative diUerence between middlemen and other

players. As above we note that the maximal individual payoU for some action ai ∈ Ab
i
is

for all i ∈ ai given by

ϕ(ai) =
τai (D)

#ai
− (#ai − 1)c (13)

Considering the brokerage function, the maximal individual payoU for each action be-

comes restricted, such that:

• ϕ( j) = 0∀ j <M(D);

• ϕ(i) > 1∀ i ∈ M(D); and

21



• ϕ(B) = σB(D)
#B − (#B − 1)c for B ∈ B(D).

Middlemen are always able to secure some positive payoU irrespective of the actions

of other agents and non–middlemen will choose to exploit their position if and only if

they cannot be a member of any block, B ∈ B(D), where ϕ(B) > 0. Already, given the

equilibrium analysis in Section ??, we can stipulate that the incentives and actions of

middlemen dominate the SNE and NE that emerge in any block formation game based on

brokerage.

4.2 Equilibrium analysis

Strong Nash equilibrium

To Vnd the set of SNE in the block formation game based on brokerage the set of all

actions are ranked in terms of their respective maximal individual payoU to produce a

ranked partition. The partition then corresponds exactly to the actions of all payers in the

game as noted in Theorem 3.2. However, due to the aforementioned restrictions on the

maximal individual payoUs of blocks and individual positions provided by the brokerage

measure a more eXcient algorithm for calculating the SNE can be derived.

Let B◦ =
{
B | B ∈ B?(D) with ϕ(B) > 0

}
. We construct a partition, R(ϕ) ⊆ B◦, for a

given c > 0 as follows:

(1) Select B1 ∈ arg max {ϕ(B) | B ∈ B◦}.

(2) Let B1, . . . , Bm be selected. Choose:

Bmax ∈ arg max

ϕ(B)

∣∣∣∣∣∣∣ B ∈ B◦, B ⊆ N \

m⋃
k=1

Bk

 . (14)

(3) Continue until:

arg max

ϕ(B)

∣∣∣∣∣∣∣ B ∈ B◦, B ⊆ N \

m⋃
k=1

Bk

 = ∅. (15)

Where the outcome is R(ϕ) =
(
B1, . . . , BK

)
.

From this we deVne ã ∈ Ab for
(
B1, . . . , BK

)
by: ãi = Bm ∀ i ∈ Bm and ã j = j ∀ j ∈

N \
⋃K

k=1. This provides the SNE of the block formation game based on brokerage and

provides a more eXcient mechanism to reach a SNE than the more general algorithm for

calculating SNE above.
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Theorem 4.3 Let ã ∈ Ab be a SNE of a block formation game
(
Ab , πb , D

)
based on the

brokerage index τ. All blocks in ã are non–redundant.

Non–middlemen always have incentives to form blocks with other nodes provided that

the cost for forming the block does not outweigh the individual payoU. However, it is

notable that under some circumstances middlemen have an incentive to form blocks with

other players if and only if the players partially contest each other in some way: these

other players could equally be middlemen or non–middlemen. The condition to which

nodes wish to form blocks with other nodes is expressed in Theorem 4.5 (a) below. Before

elaborating on the theorem we Vrst analyse the NE that emerges from the block formation

game applied to brokerage.

Nash equilibrium

At least as many blocks emerge in the NE as in the SNE. SpeciVcally the number of NE is

proportional to the number of blocks in the networks block set. With respect to brokerage

we note that any block has the potential to emerge in NE if and only if the block does not

contain a middleman that can earn a maximal individual payoU from exploiting her own

position that is at least equal to or higher than the payoU from participating in the block.

This is a characteristic that is shared with SNE and is explicitly shown with respect to

Example 4.7 below: as the cost of sending individual signals rises from 0 to 1, middlemen

2 and 5 have incentives to deviate from their blocks B and B′ respectively. This outcome

is directly derived from Theorem 3.6. Subsequently we note the following corollary.

Corollary 4.4 Let
(
Ab , πb , D

)
be a block formation game based on the brokerage index τ

and let the action set a? ∈ Ab be some NE.

(a) Block B < a? if and only if there exists some i ∈ B such that ϕ(i) > ϕ(B).

(b) Both redundant and non–redundant blocks are Nash stable.

It is also notable in Example 4.7 that player 6 has no incentive to form a block even though

B6(D) , ∅. Player 6 is uncontested, i.e., neither partially contested or fully contested,

and will therefore never have a strict preference to form a block with any other player.

The decision for some player to form a block with others is thoroughly explained in

Theorem 4.5 below.

Theorem 4.5 Let
(
Ab , πb , D

)
denote the block formation game based on the brokerage

index τ on the network D. Consider a set of relationships, Ki ⊆ Covi(D) \ Zi(D), for some

i ∈ N where Ki , ∅.
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Player i must have a corresponding node set, Ci ⊂ N \ {i}, where Ki ⊆
⋃

j∈Ci
(P j(D −

i) × S j(D − i) and Ci ∪ {i} = B ∈ B(D), where Ki ⊆ ZB(D).

If @ B ∈ Bi where (#B − 1)(#Bc + #Zi(D)) 6 #Ki ∀Ki ⊆ Covi(D) \ Zi(D), then i will

always wish to exploit her position only.

The theorem highlights when players wish to form blocks with others. If the condition

is satisVed in part (a) of the theorem then player i’s dominant strategy is to exploit her

middleman position and any block that the middleman is a member of will not form in

any NE. Part (b) of the theorem implies that if i is uncontested and c > 0 then there is no

B ∈ Bi(D) that is Nash stable and therefore Strongly Nash stable. Indeed, if c > 0 then

it must be that ϕ(i) > ϕ(B) for all i ∈ B since there exists a positive cost of signalling

to form a block and, if there is some i ∈ B that is uncontested, the absolute maximum

value for ϕ(B) = ϕ(i) if and only if c = 0. Furthermore, part (b) highlights a special case

of part (a): since i is uncontested it must be that Ki = Covi(D) \ Zi(D) = ∅, therefore

there does not exist any Ci ⊂ N \ {i} that can fully contest i with respect to Ki because

Ki does not exist. In this case i will have no strict incentive to form a block with another

set of players to improve her individual brokerage, only a weak incentive if and only if all

i that comprise the block have the same brokerage index and c = 0.

Middlemen provide a key role in identifying the blocks that are stable in a NE. We

have identiVed that middlemen who are uncontested will never have an incentive to

participate in a block; only middleman who are partially contested will have an incentive

to form a block if and only if the maximal individual payoU of forming the block exceeds

the maximal individual payoU of exploiting her middleman position.

We conclude by noting that both redundant and non–redundant blocks have an ability

to form due to the consent required to form a block and that the SNE are a subset of the

NE of a given block formation game. Arguably the SNE concept leads to a more realistic

equilibrium than NE. Below we add more realism to the equilibrium by applying the

concept of monadic stability to brokerage.

A note on uncontested nodes. A node is uncontested if and only if it is not either

fully or partially contested by any other set of nodes. This leads to the properties that an

uncontested node must be a middleman and that the uncontested node does not either

partially or fully contest any other node, or set of nodes. Indeed, an uncontested node is

one that negotiates relationships and has a position in the network that is truly unique.

Due to these properties it is very diXcult for an uncontested node to participate in a block

under NE, and it is even rarer in SNE. We develop a theorem based on the properties of

uncontested nodes that are applied to both SNE and NE.
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Theorem 4.6 Consider some network D on node set N where B ∈ B(D) and ∃ i ∈ B such

that i is and uncontested.

(a) If ϕ(i) < ϕ(B) then B is not stable in any SNE.

(b) If ϕ(i) > ϕ(B) then B is not stable in any NE or SNE.

Following from Theorem 4.6 it is therefore only plausible that an uncontested node

will only participate in a block if ϕ(i) = ϕ(B). Obviously, however, the uncontested node

will be indiUerent between participating in the block and operating individually.

An illustrative example

We provide an example that illustrates the equilibrium concepts with respect to the block

formation model based on the brokerage index τ.

Example 4.7 Consider network D on node set N = {1, 2, 3, 4, 5, 6, 7} shown in Figure 2.

Players 2, 5, and 6 are middlemen and there exists 34 distinct blocks, however only 3 of

these blocks are non–redundant.

• For 0 6 c < 1

There exists a unique SNE which refers to the formation of blocks B = {2, 3} and

B′ = {4, 5} and ai = i for all i ∈ {1, 6, 7} ≡ N \ {2, 3, 4, 5}. Player 6 will never have

any incentive to form a block since it is uncontested.

There exist multiple NE. Without going through all diUerent combinations of NE

we can instead note that the only blocks that can form in a NE are B = {2, 3},

B′ = {4, 5}, B′′ = {2, 5} is stable if c 6 0.5, and B′′′ = {2, 3, 4} is stable if c = 0.

Block B′′ is notable as it consists of middlemen only, and block B′′′ is notable as it

is non–redundant and still stable in NE.

Under MS we note that the beliefs for each member are all pure and given by:

ω1(1) = ω2(B) = ω3(B) = ω4(B′) = ω5(B′) = ω6(6) = ω7(7) = 1, where B = {2, 3}

and B′ = {4, 5}. The MS equilibrium corresponds exactly to the SNE when 0 6 c <

1.

• For c = 1

There exist four SNE: (1) As above, where B = {2, 3} and B′ = {4, 5}, are stable and

ai = i ∀ i ∈ N \ {2, 3, 4, 5}; (2) Where B = {2, 3} is stable and ai = i ∀ i ∈ N \ {2, 3}

is a SNE; (3) Where B = {4, 5} is stable and ai = i ∀ i ∈ N \ {4, 5} is a SNE; and (4)

Where ãi = i ∀ i ∈ N .
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Figure 2: Acyclic directed network, D, whereM(D) = {2, 5, 6} coloured in red.

In this case the set of NE are equal to the SNE. Indeed, only two blocks are stable in

NE: B = {2, 3} and B′ = {4, 5}. Obviously the situation in which all agents exploit

their own network position is also a NE.

Here we note that under MS agents still have pure beliefs, which are given by:

ω1(1) = ω2(2) = ω3(3) = ω4(4) = ω5(5) = ω6(6) = ω7(7) = 1. SpeciVcally, since

no agent strictly beneVts from forming a block they will never risk signalling to

any other player in the network. Instead the expected payoU is maximised when

exploiting ones own position only.

• For c > 1

There exists a unique SNE where ai = i for every i ∈ N . If c > 1 then players

2 and 5 strictly prefer to exploit their own middleman positions as opposed to

participating in some block. Under this situation the only agents that earn a payoU

above zero are the middlemen. Again, the NE is equal to the SNE such that all

agents exploit their own position only.

Under MS the beliefs for each member are all pure and given by: ω1(1) = ω2(2) =

ω3(3) = ω4(4) = ω5(5) = ω6(6) = ω7(7) = 1. Again, the the MS equilibrium

corresponds exactly to an SNE when c > 1: all players exploit their own position

only.

The example highlights a number of points made through the discussion. First, that

non–redundant blocks can emerge in NE but not SNE. Second, that that a block formation

game where all players have pure beliefs leads to an equilibrium that is also a SNE. And

third, that blocks can contain solely middlemen, or non–middlemen, or a combination of

both. �
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4.3 A comparison with centrality measures

We allow the power of actions, σ(ai) where ai ∈ Ai for some i ∈ N , to be determined

by other known centrality measures. In such a case we Vnd no common measures of

centrality that strictly leads to the formation of blocks or even coalitions of players. Such

a Vnding can be logically explained. Centrality measures that indicate power must favour

larger node sets in some way: the degree, betweenness, closeness, Katz–Bonacich, and

the β–measure (Brink and Gilles, 1994, 2000) centralities are all measures that do not

give a proportionally larger weight to larger node sets. Without some way in which to

provide more power to node sets the formation of blocks will never be strictly rational.

The formation of a block may however be weakly rational if all players in the block have

the same centrality that is independent of each other and the cost of forming the block is

zero. For example, consider two or more players that have an equal degree where none of

the neighbours of the players overlap and the cost of forming a block, or a coalition of

these players, is zero; in such a case the formation of a block is weakly rational only.

Rough measures for brokerage can be created that take into consideration the prede-

cessor set and successor set of individual players and coalitions. We provide two examples

below which derive from some network D on node set N where B ⊆ N . First, let the

power measure of a block be the product of the number of direct predecessors of the node

set and the number of its direct successors

σ′(B) =

# ⋃
j∈B

p j(D)

 ·
# ⋃

j∈B

s j(D)

 , (16)

where
⋃

j∈B p j(D) refers to all the direct predecessors of node set B, and
⋃

j∈B s j(D) refers

to all the direct successors. Essentially, this is calculating the product of the in–degree and

out–degree of the node set. Furthermore, we can extend this to include entire predecessor

sets and successor sets of the node set B ⊆ N . Let

σ′′(B) =

# ⋃
j∈B

P j(D)

 ·
# ⋃

j∈B

S j(D)

 , (17)

where
⋃

j∈B P j(D) is the predecessor set for node set B ⊂ N and let
⋃

j∈B S j(D) be

the relevant successor set. In such a case blocks have the ability to form due to the

multiplication in the power function.

In both instances blocks can form. Consider the example below.

Example 4.8 Let D′ be a network on node set N = {1, 2, 3, 4, 5, 6, 7}, as seen in Vgure 3.

A block formation game is played where the power of some node set, B ⊆ N , is determined

initially by τ(B) (Equation 3), then σ′(B) (Equation 16), and then σ′′(B) (Equation 17).
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Figure 3: Acyclic directed network D′.

We consider two cases; one where c = 0 and one where c > 1. We limit our analysis

to the SNE only. There exists 9 distinct blocks in D′ andM(D′) = {2, 3, 4, 5}. We let

B = {4, 5}, B′ = {2, 3}, B′′ = {2, 5}, and B′′′ = {3, 4}, and refer to these blocks throughout

the example.

• For c = 0

Given the initial measure, τ(B), there exists no unique SNE, indeed since τ(2) =

τ(3) = τ(4) = τ(5) = τ(B) = τ(B′) = τ(B′′) = τ(B′′′) = 2 there can exist a SNE such

that no blocks are formed, or a combination of blocks are formed that do not have

any overlapping membership.

Given σ′(B) there can also exist multiple equilibria, however the equilibrium in

which no blocks are formed is not Strong Nash here. SpeciVcally, σ′(2) = σ′(3) =

σ′(4) = σ′(5) = σ′(B′) = 1 and σ(B) = σ(B′′) = σ(B′′′) = 2. Therefore there exist

only two SNE: one in which only block B is formed and all other players exploit

their own position only, and one in which blocks B′′ and B′′′ are formed and all

other nodes exploit their own position only.

Given σ′′(B) the resulting analysis of this is similar to the analysis of τ in that

σ′′(2) = σ′′(3) = σ′′(4) = σ′′(B′) = σ′′(B′′) = σ′′(B′′′) = 2, however σ′′(B) =

3 meaning that block B will always be in a SNE. SpeciVcally, there exists an

equilibrium in which only B is formed and all other nodes in the network exploit

their own position only. Another equilibrium exist where blocks B and B′ are

formed and all other players exploit their own positions only.

We can see that diUerent payoU measures have diUerent sets of potential SNE

attached.

• For c > 1

In this instance all three have the same equilibrium in that no blocks emerge and

all agents exploit their own position only.
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Two conclusions are drawn from this example. First, the formation of blocks with σ′ and

σ′′ is due to the multiplication nature of both of the power measures which favours larger

node sets with greater coverages: if the sum of both the (direct) predecessor set and the

(direct) successor set were calculated no blocks or any node sets would form. Indeed, the

result would be analogous to the degree and β-measure centralities above.

Second, blocks do not form if there exists too much overlap between the predecessor

sets and/or successor sets of all nodes in the block; this dilutes the incentive for node

sets to form blocks. This is not the case with respect to the brokerage measure which

contends that an overlap between nodes predecessor and successor sets is required for

blocks to be formed. Indeed, when nodes have overlapping predecessor and successor sets

it is an indication—although may not always be the case—that the nodes at least partially

contest each other with respect to negotiating some relationships.

Brokerage can be combined with other centralities and mechanisms in order to get

the block formation phenomenon described above. Two augmentations of the brokerage

centrality measure are described in Appendix A: distance–based brokerage and brokerage

on weighted networks. Although we restrict ourselves to analysis of unweighted networks

with the brokerage measure given in Equation 12, the same insights hold with respect to

the measures in the Appendix.

4.4 Mass and control

Using the results of brokerage and the equilibrium concepts above we provide measure-

ments of the network that illustrate the collective power and control of the population of

players that are embedded in a given topology. First, we deVne the mass of a network as a

subset of players that are required for the negotiation of indirect relationships, elaborate

on its hierarchical nature, and project this hierarchical mass into a node centrality mea-

sure. Second, we derive a control co–eXcient which measures the maximal exploitation

in the network.

The mass of nodes and networks

We deVne the blocks and middlemen that emerge under a SNE as the mass of the network.

DeVnition 4.9 Themass of the network, denoted byM ⊆ N , refers to the set of all nodes

that are middlemen or members of stable blocks in SNE.
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Let DM = D − {D ∩M} be a restriction on the network D which only includes nodes

in the mass of D, given byM ⊆ N . Nodes within a given networks mass are important

due to their power in which to broker relationships. In some cases there can exist a

hierarchy of mass in the network such thatM1 is the mass of the initial network D;M2 is

the mass of the restricted network DM1 ;M3 is the mass of the restricted network DM2 ;

and so on.

The hierarchy of mass is a way in which to rank both the importance and robustness

of blocks and middlemen in the network. If i ∈ M1 then i has an exploitive position in

the network D; if i ∈ M2 then i must also exploit those who are already exploitive in

network D and therefore exploits the exploiters; if i ∈ M3 then i exploits the exploiters

who already exploit the exploiters, and so on. Players in a higher mass are therefore

considered to be more robust, meaning that layers of the network can be stripped away

and they still maintain an exploitive position, and they are also considered to be more

powerful since they directly exploit players who are already exploitive.

A node centrality measure can be developed as nodes can be ranked with respect to

the highest mass that they occupy in the network. We denote µi as the mass of some

node i ∈ N ; µi is equal to the highest mass that i is a member of. µi = 0 ⇐⇒ i < M1

and µi = x if i ∈ Mx andMx is the highest mass that i is a member of.

Example 4.10 Consider a block formation game with brokerage and where c = 0 on the

network shown in Figure 2. The unique SNE when c = 0 was shown in example 4.7 to be

the formation of blocks B = {2, 3} and B′ = {4, 5}, and player 6 exploits her middleman

position.

The network consists of the set of players N = {1, 2, 3, 4, 5, 6, 7} and the mass of the

network D is given byM1 = {2, 3, 4, 5, 6}. In the restricted network DM1 no blocks are

formed in the block formation game with brokerage and all players exploit their own

positions only. SinceM(DM1) = {5} the mass of the restricted network DM1 is given by

M2 = {5}. The mass of each node is given by: µ1 = µ7 = 0; µ2 = µ3 = µ4 = µ6 = 1; and

µ5 = 2. �

If D = M1 or Mt = Mt+1 then the hierarchical process stops and all j ∈ Mt = Mt+1

are given the centrality of µ j = t + 1. An example of this occurs in any network with a

directed cycle because all a nodes in the cycle exploit each other.

The mass of a network is similar to that of a k–core. However, whereas the k–core

concept uses the degree of each node in successively restricted networks, the mass concept

uses the power of node sets in successively restricted networks and forms a centrality

measure based on this.
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Control co–eXcient

We provide a measure regarding the potential contestation of the network, i.e., a measure

of the proportion of relationships that are exploited by middlemen and/or blocks, for a

network topology and a given cost, c > 0.

Let ã ∈ A correspond to a SNE in a given block formation game based on brokerage

(A, π,D) and with a given cost, c. Each SNE has a corresponding total payoU, given by

π (ã) =
∑

i∈N πi (ã). We can note the maximum total payoU by comparing the payoU over

all ã for a given game:

πmax ∈ arg max

π (ã)

∣∣∣∣∣∣∣π (ã) =
∑
i∈N

πi(ã)∀ ã ∈ A

 . (18)

The control co–eXcient for a given network, D, is given as:

ν(D) =
πmax

n
2 (n − 1)(n − 2)

, (19)

where πmax is the maximum total payoU for the block formation game on the network

D, and ν(D) ∈ [0, 1]. As ν(D) is closer to 1 there exists more opportunities for blocks to

form and middlemen to exploit their position.

The control co–eXcient is a pessimistic perspective of the level of control on the

network due to the use of the SNE which provides the maximal payoU to all agents.

Alternative measures could be created that use the SNE that provides the minimum

societal payoU for all nodes, or a payoU that averages across all potential SNE that can

emerge.

Whereas the mass of the network provides a node centrality measure based on the power

of nodes in restricted topologies, the control co–eXcient provides a general overview

of how exploitive a network can be if players were allowed to organise themselves into

blocks and exploit middlemen positions.

5 Concluding remarks

We have provided formal deVnitions of blocks in networks as notions that are analogous

to node cut sets. By using a measurement of power described by equation 12 as a

payoU function, we provide a game in which nodes signal to others in an eUort to form

blocks. Blocks if and only if are formed when there is mutual consent across all of the

blocks members. The Strong Nash equilibrium, Nash equilibrium, and Monadic stability

equilibrium are all characterised. Under all concepts we Vnd that middlemen play an
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important role in the resulting equilibrium, due to their ability to extract rents without

participating in a block.

From the analysis of blocks and middlemen we measure the so–called mass of each

player and the control co–eXcient of the network as a whole. Whereas the mass of

each player measures the importance of the node in terms of both its brokerage and its

robustness, the control co–eXcient provides a measure for the potential for extractive

processes on the network.

Further research. There are multiple extensions and generalisations possible with

regards to the model of block formation. We propose three immediate extensions. First,

we note that the paper could be extended such that players can transfer utility to others

in an eUort to form a block. Indeed, we Vnd that under certain circumstances players can

be part of multiple blocks; utilities could be transferred between players such that one

block dominates the others. Second, the current payoU function assumes an egalitarian

distribution of brokerage power between all members of the block. Future work could

devise a more general payoU function. Third, the structure of the network remains

static across time, it may be interesting to see how the structure of the network changes

as players form positions to both participate in blocks and middleman positions, and

also attempt to stop themselves from being exploited. Fourth, we have noted that the

formation blocks is analogous to the formation of cartels in exchange systems. However,

the analysis could easily be used to see the network dynamics of related phenomena such

as partnerships, mergers, and acquisitions. Indeed, we believe that we have just began the

investigation of a breadth of new network–economic concepts including contestability,

brokerage, and block formation.
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A Appendix: ModiVcations of the brokerage index τ

A.1 Distance-based brokerage

We extend our discussion of the criticality of nodes with a measure that combines
middleman power with node proximity. Consider a directed network D on N and
i , j , h ∈ N with h ∈ M(D). The power of middleman h could be less eUective due to the
shortest walk from i to j. Consider an amended brokerage score to capture this eUect
given by:

∆i j(h) =
1
δih
·

1
δh j

,

where δi j ∈ arg min
{
#Wi j(D) | Wi j(D) ∈ Wi j(D)

}
is the shortest walk from i to j in the

network D. Here, nodes closer to h provide a greater brokerage power to node h than
those at larger distances. Indeed, h receives maximal brokerage power if i ∈ ph(D) and
j ∈ sh(D).

DeVnition A.1 The distance–based brokerage for h ∈ M(D) is deVned as

ν∗h(D) =
∑

i , j∈N :h∈Mi j (D)

∆i j(h).

It is particularly beneVcial to use this modiVed measure to assess costly trade in a network
where costs are constant across arcs, or the diUusion of information that can degrade as it
is being passed through a network. This assumption of information degradation and even
complete truncation over a certain distance has been widely used in literature regarding
social networks (Jackson and Rogers, 2005; Jackson, 2008).

A.2 Weighted brokerage

The analysis above looks at binary directed networks only. However, many networks
can be weighted in terms of the intensity of the relationship from i to j. We denote the
weight on an arc (i , j) by ξi j , where 0 < ξi j 6 1 if there exists an arc and 0 otherwise.
The intuition is that the intensity of the relationship from i to j increases as ξi j converges
to 1.

Given a weighted directed network all (i, j)–walks can be weighted. The weight of an
(i, j)-walk is given by the product of the weights of all arcs in the given walk from node
i to node j. The strongest walk from node i to node j is therefore considered to be the
(i, j)-walk with the largest weight. Note that this does not mean that it is the shortest
walk from i to j; but instead is equal to the walk with the largest weights. More formal
deVnitions are given in DeVnition A.2.

DeVnition A.2 Let D be a weighted directed network on node set N where i , j ∈ N and
Wi j , ∅ such that i , j.

(a) The walk weight of some walkWi j ∈ Wi j(D), denoted by ΞWi j
, is deVned by:

ΞWi j
(D) = ξi1ii+1 + . . . + ξim−1im ,

where m > 3, i1 = i, im = j, and ik , ik+1 ∈ D for every k = 1, . . . ,m − 1.
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(b) The strongest (i, j)-walk for two distinct nodes, i and j, is given as

Ξ̂Wi j
(D) = arg max

{
ΞWi j

(D)
∣∣∣Wi j(D) ∈ Wi j(D)

}
.

(c) The weighted brokerage of node h ∈ N is given as

Oh(D) =
∑

i , j∈N :h∈Mi j (D)

Ξ̂Wi j
(D).

Note that the value for the weighted brokerage must be less than or equal to the brokerage
of the same node set. Furthermore, the weighted brokerage measure only takes into
consideration the strongest walks only; a more conservative measure could be created in
which only the weakest,i.e. minimal weighted, walks are considered. Alternatively, an
average measure could be constructed that takes the average weights of all walks.

B Appendix: Proofs of the main results

Proof of Theorem 2.3

Let B ⊂ N be some arbitrary node set. For B to be a middleman or block between two
nodes i , j ∈ N , where i , j, it must be that B ∩Wi j(D) , ∅∀Wi j(D) ∈ Wi j(D) where
i , j < B.

A fundamental requirement for there to exist a middleman or block is thatWi j \{i , j} ,
∅. First, we note that the minimum value for #Wi j(D) = 2, given that i , j; this
is the case where j ∈ si(D) and thus i ∈ p j(D). Next, #Wii(D) = 1 if and only if
Wii(D) = {i}, which infers a self–link. Finally, #Wi j(D) = 0 if and only ifWi j(D) = ∅. Let
Wmin

i j
∈ min

{
Wi j(D) | Wi j(D) ∈ Wi j(D)

}
be the geodesic walk from some node i to j. If

#Wmin
i j

(D) 6 2∀ i , j ∈ N then it is clear thatWmin
i j
\ {i , j} = ∅∀ i , j ∈ N , meaning that

both middlemen and blocks are unable to emerge.
If there exists some i , j ∈ N where i , j such that min

{
#Wi j(D) | Wi j(D) ∈ Wi j(D)

}
>

2 then ∃ h ∈ N such that h ∈ Wi j(D) \ {i , j} whereWi j(D) ∈ Wi j(D). Node h may or may
not be a middleman, however we claim that it can be part of a block.

For block B to exist it must hold that B ∩Wi j \ {i , j} , ∅ for allWi j(D) ∈ Wi j(D)
and #B > 1. If min

{
#Wi j(D) | Wi j(D) ∈ Wi j(D)

}
> 3 then there must exist some node

set B ⊆ N \ {i , j}, therefore there must exist either a block or a middleman.

Proof of Theorem 2.7

Proof of Theorem 3.2

Consider a situation where there exists a partition of A, given by R(ϕ) =
(
S1, . . . , SK

)
,

such that ∃ Sk ∈ R(ϕ) where Sk < A(ã), and ã is some SNE.
If Sk < A(ã) then there must exist some Sk

′

∈ A such that Sk ∩ Sk
′

, ∅, ϕ(Sk
′

) >
ϕ(Sk), and Sk

′

∈ A(ã). If this is true then it must be that Sk
′

∈ R(ϕ) and Sk < R(ϕ)
due to the conditions of the algorithm for creating R(ϕ). SpeciVcally, if ϕ(Sk

′

) > ϕ(Sk)
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and @ S ∈ A such that Sk ∩ Sk
′

, ∅, ϕ(Sk
′

) > ϕ(Sk), and Sk
′

∈ R(ϕ) then Sk
′

∈ R(ϕ).
Therefore Sk < R(ϕ). Ultimately, R(ϕ) where Sk ∈ R(ϕ) could not have been a SNE.

It may be the case that there can exist some Sk
′′

∈ A such that Sk ∩ Sk
′′

, ∅,
ϕ(Sk) = ϕ(Sk

′′

), and there exists no other node set such that there is a non–empty
intersection between it and either Sk and Sk

′′

and it has a higher maximum individual
payoU which is also in the SNE. Then it will be the case that either Sk or Sk

′′

can be in a
SNE but not simultaneously. Indeed, R(ϕ) must contain all actions that are in SNE.

Proof of Theorem 3.6

If: The formation of blocks requires consent from all of its members, i.e., multiple
players. The exploitation of a nodes own position does not require consent from multiple
agents; rather, if the agent gains a higher individual payoU from exploiting her own
position than participating in a block then she will do so. Formally, if ∃ i ∈ B : σ(i) >
ϕ(B), where σ(i) = ϕ(i), then πi(a) > πi(a′) where ai = i, a′

i
= B, and a−i = a′

−i
for any

a−i . Indeed, regardless of the actions of other players, i will always be better oU pursuing
the exploitation of her own individual position rather than operating in a block.

If @ i ∈ B : σ(i) > ϕ(B) then player i will have no incentive to exploit her own
position unless ∃ j ∈ B such that a j , B and c > 0. If @ j ∈ B such that a j , B then
a?
i
= B.

Only if: We must prove that some action B ∈ A(a?) must be in some NE if @ i ∈ B :
σ(i) > ϕ(B). Indeed, action B will be in a NE if all players consent to its formation, and
therefore no player has any incentive to deviate strategies. A player will only deviate
from the formation of some action B if they receive a higher individual payoU from doing
so. This will occur if they receive a larger payoU from operating individually (as noted
above) or operating in another block. Since the formation of a block requires consent
from all of its members, and the best response to at least one other member of the block
not pursuing the block is to also not pursue the block, then the formation of an alternative
block that derives a higher individual payoU will not be viable under NE conditions.

SpeciVcally, we note that the NE here is analogous to link deletion proof, but not link
addition proof (Jackson and Wolinsky, 1996).

Proof of Theorem 4.3

This proof follows is a continuation and application of the proof derived for Theorem
3.2. Let B ⊂ N be a redundant block, such that ∃ B′ ⊂ B whereZB′(D) ⊇ ZB(D). Since
B′ ⊂ B it must be that ϕB′ > ϕB and B′ ∩ B , ∅. B′ ∈ R(ϕ) if @ B′′ ∈ R(ϕ) such that
B′′ ∩ B′ , ∅. If there exists B′′ ∈ R(ϕ) then B′ < R(ϕ), but also B < R(ϕ) since B′ ⊂ B.

Under SNE conditions a non–redundant node set will always be selected over the
equivalent redundant node set since the cardinality is higher in the redundant node set
than the non–redundant node set.
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Proof of Theorem 4.5

Following from Theorem 3.6 if ϕ(i) > ϕ(B)∀ B ∈ Bi(D) then player i ∈ N will always
only wish to exploit her own position in the network. We can extend this Vnding to all
B ∈ Bi(D).

In general we show that ϕ(i) > ϕ(B), which is the condition required for i to exploit
her position as opposed to participating in B ∈ Bi(D).

ϕ(i) > ϕ(B)

σ(i) >
σ(B)
#B

(#B − 1)c

#B(#Zi(D)) + #B(#B − 1)c > σ(B)
#B [(#Zi(D)) + (#B − 1)c] > #Zi(D) + #Ki

#B(#Zi(D)) − Zi(D) + #B(#B − 1)c > #Ki

(#B − 1)#Zi(D) + (#B − 1)#Bc > #Ki

(#B − 1)(#Bc + #Zi(D)) > #Ki

We clarify that #ZB(D) = #Zi(D) + #Ki , since Zi(D) ∩ Ki = ∅ and also note that
σ(B) ≡ #Zi(D) + #Ki due to the initial conditionZB(D) = Zi(D) ∪ Ki .

Proof of Theorem 4.6

Proof of (a) Consider the case where ϕ(i) < ϕ(B). This implies thatZi(D) < ZB(D)
#B −

(#B − 1)c. Given that ZB(D) = ZB′(D) +Zi(D) since i is uncontested, we claim that
block B is always unstable in SNE since ϕ(B) < ϕ(B′) where B′ = B \ {i}.

The condition to satisfy ϕ(B) < ϕ(B′) can be written as:

ZB(D)
#B

− (#B − 1)c <
ZB(D) − Zi(D)

#B − 1
− (#B − 2)c. (20)

By re–arranging we note that ϕ(B) < ϕ(B′) is satisVed whenZi(D) > ZB(D)
#B + 2c#B − 3c.

If we let c = 0, which is the least restrictive assumption, then condition shown in
Equation 20 is satisVed when Zi(D) > ZB(D)

#B . However, this is infeasible since we are
speciVcally considering the case where ϕ(i) < ϕ(B).

We make a note that since #B > 1 for a block to exist, as c increases above 0, the
value ZB(D)

#B + 2c#B − 3c will continue to increase therefore making the condition shown
in Equation 20 impossible to satisfy given the initial restriction that ϕ(i) < ϕ(B). Under
this case, the players that comprise the block, B, will wish to remove i from the block
since her marginal contribution to the block is too low.

Proof of (b) Consider the situation where ϕ(i) > ϕ(B). From Theorem 3.6 we note
that a middleman will have an incentive to exploit their own position in the network
as opposed to participate in the block if the payoU from exploiting her own position is
larger than the individual payoU for participating in the block. Due to the property that
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all uncontested nodes are middlemen, the intuition from Theorem 3.6 is extended to this.
Therefore, the block will also not be stable in a SNE due to i’s incentive to deviate.
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